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Acceptability to participants of novel data linkages, ethical issues, and 
the practicalities of obtaining consent 

 
Introduction 

Increasing Internet and smartphone uptake provides an opportunity for social science.  A growing 
body of research shows that behaviours, opinions and physiological states can be measured 
passively through connected devices that provide network information (both social media and 
smartphone address book), geolocation and health data (e.g. Sugie 2018). Table 1 provides an 
overview of the distinctive contribution of Digital Trace Data (DTD) to social research strategy and 
design (adapted from Edwards et al. 2013).  Unlike conventional methods, such as interviews and 
surveys, DTD provide extensive (large samples) and locomotive (in process, as opposed to snap-
shot) data capture.1  Notably, Internet search data have been used to track the spread of influenza 
in the US (Ginsberg et al. 2009) and to build psychological constructs of nations linked to GDP 
(Noguchi et al. 2014). In the UK, open source social media communications have been used to 
investigate the spread of hate speech following terrorist attacks (Williams & Burnap 2015), to 
estimate offline crime patterns (Williams et al. 2016, 2019), to predict election outcomes (Burnap et 
al. 2016) and to estimate happiness levels relative to environment (Seresinhe et al. 2019). It is now 
well established that DTD are useful for measuring behaviours and opinions in the ‘offline’ world (see 
Moat et al. 2014). Indeed, answers to some survey questions have been predicted using social 
media data (Murphy et al. 2013).  

  Research Design/Data 

Locomotive Punctiform 

Research 
Strategy 

Intensive E.g. Participant 
Observation 

E.g.  Qualitative 
interviewing 

Extensive E.g. Digital Trace 
Data 

E.g. Population 
Surveys 

 
Table 1: Contribution of Digital Trace Data (DTD) to social research strategy and design 

Despite the reported success of studies claiming to have used DTD to estimate a range of outcomes, 
these new forms of data are not without their limitations.  Social media provide impoverished data, 
lacking individual level demographic details of users, a mechanism for pre-defining reliable and valid 
measures and representative samples of the population. This presents an issue for understanding 
microlevel change of key indicators, a significant goal in longitudinal research.  Therefore, it is 
unlikely that DTD could act as a surrogate to conventional methods that are designed to generate 
more complete datasets on populations.  Instead, researchers have recently considered how DTD 
can augment traditional social research designs.  The ability to predict survey measures with DTD 
(Murphy et al. 2013) suggests the potential for their use in understanding the possible extent of 
nonresponse bias (AAPOR 2014) or for nonresponse adjustment, which has been achieved using 
linked administrative data such as health records (Gray et al. 2013, Gorman et al. 2014). In addition, 

 
1 The term ‘locomotive’ is used instead of ‘longitudinal’ to differentiate between the captured temporal resolutions 
(e.g. seconds instead of years). 
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DTD can add a new dimension to surveys, allowing for the collection of linked digital data in real-
time from a variety of sources including mobile phones, websites, apps and social media. These 
digital sources allow for the collection of data at various levels.  Table 2 (see appendix) shows 
examples of linking at the aggregate and individual level ex ante (A, D) and ex post (B, C, E) (Stier 
et al. 2019).   

These examples of data linkage are promising, but they also demonstrate the challenges of obtaining 
informed consent from survey respondents to take part in the DTD element of the research process.  
This may be particularly challenging where the DTD element requires prolonged data collection, in 
either passive or active form, given the legal requirements of the General Data Protection Regulation 
(GDPR). Recent work conducted by the ESRC Social Data Science Lab at Cardiff University, in 
partnership with NatCen and the University of Essex, explored issues of informed consent, privacy 
and harm in relation to linking DTD (Twitter in particular) to survey data.  This document outlines our 
findings in the context of other relevant work. 

Practicalities of obtaining consent 

Research shows issues in conventional social science methods, such as non-response and missing 
data in surveys, may be mitigated by linking to alternative sources of digital data, such as those 
generated on smartphones, websites and social media (AAPOR 2014). For example, researchers 
have postulated that unit nonresponse may be mitigated by data passively gleaned from a user’s 
linked social media account where prior consent has been secured (Al Baghal et al. 2019). However, 
DTD, and social media data in particular, are not a panacea for the failings of surveys, and linkage 
is only feasible for respondents who generate digital traces via smartphones and online interactions, 
and who agree to have these linked to a survey.  Even then, variation in technology usage and 
consent rates may result in sample bias. Further research is required to identify the likely extent of 
such bias weighed against the potential benefits of linkage (see Recommendations). 

Research seeking consent to link survey with administrative data has encountered bias due to a 
significant portion of the sample responding negatively. Consent rates for this type of data linkage 
vary from 19% (McCarthy et al. 1999) to 97% (Rhoades & Fung 2004). These findings suggest 
linkage requests may be influenced by the mode of completion. We know respondents using a web 
survey mode are more likely to be regular and experienced users of the Internet, to have softer views 
regarding privacy and security, and therefore to have greater preferences for response in that mode 
(Al Baghal & Kelley 2016, de Leeuw 2005; Wenz et al. 2017). These Internet respondents are more 
likely to be social media users than CAPI or CATI respondents, which may increase their willingness 
to consent to data linkage. In contrast, some respondents are more comfortable in the presence of 
an interviewer. This is particularly the case with longitudinal surveys (Eisnecker & Kroh 2017). In 
longitudinal surveys, the effect of waves has also been found to lead to different consent outcomes 
(Sala et al. 2014). The differences in consent outcome could be even greater where mode of 
response changes across waves.  How these factors impact on consent rates for linking social media 
with survey data have been explored only in a handful of studies.  

The pilot research carried out by the ESRC Social Data Science Lab in partnership with NatCen and 
the University of Essex, examined the practicalities of linking Twitter user accounts to survey data.  
Twitter has similarities with other social media platforms, making these results applicable more 
broadly.  The first practical obstacle to link Twitter user accounts (or other social media accounts) to 
survey data is respondent informed consent.  If consent is granted, the respondent supplies their 
Twitter account information that acts as a unique identifier.  If the account is not set to private, data 
can be passively collected historically and prospectively and linked to survey responses.  If the 
account is set to private, the respondent must also consent to being followed (in the case of Twitter) 
by a survey representative before data can be accessed.   

In our study we explored linking Twitter data to three surveys representative of the British adult 
population: the British Social Attitudes (BSA) survey (a cross-sectional survey that asked for consent 
to link Twitter data in 2015); the NatCen Panel; and the Understanding Society Innovation Panel (IP) 
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(the NatCen Panel and IP asked for consent to link Twitter data in 2017).  By comparing these three 
surveys we were able to explore the impact that delivery mode had on consent outcomes, in addition 
to respondent demographics (Al Baghal et al. 2019).  

The BSA survey (2015) was conducted entirely using CAPI.  The achieved a sample size was 4,328, 
with a response rate of 51%.  During interview, respondents were asked if they had a personal 
Twitter account. Those responding positively were asked for consent to link their Twitter data to their 
survey responses. If consent was granted, the respondent was asked for their Twitter account 
username (see Appendix for question wording).2 

The NatCen Panel (July 2017) is probability-based and mixed-mode.  It employs a sequential mixed-
mode design, where members are first invited to participate online (using multiple points of contact 
by post, e-mail, and text).  Non-completion after 2 weeks initiated contacted by telephone (where 
numbers were available) using CATI. The sample size was 2,184, with 82.2% completing on the web 
(1796) and 17.8% (388) completing via telephone. The survey response rate, i.e. the proportion of 
participants invited to take part completing the survey, was 60%. The question asking consent to link 
Twitter user account to survey data was based on the BSA question (see Appendix for question 
wording).   

The IP Wave 10 (2017) is part the UK longitudinal household study, Understanding Society. It uses 
a multistage probability sample of persons and households. Response rates are calculated as 
completion rates among those responding at their initial wave of interview. At the initial wave IP1 
(2008) the response rate was 52%. The IP4 (2011) refreshment sample response rate was 44%, 
and the initial IP7 (2014) response rate was 24%. The reinterview rates at IP10 for those interviewed 
at IP1 was 31%; for the IP4 refreshment sample the reinterview rate at IP10 was 48%; and the 
reinterview rate for the IP7 refreshment sample at IP10 was 62%.  For IP10, those responding via 
the web could access the survey by via PC, tablet, or smartphone. 60% of web respondents 
completed via a PC, 29% via tablet, and 12% via smartphone. The IP10 refreshment sample was 
conducted only via CAPI. The consent request to link Twitter user accounts to survey responses 
was placed near the beginning of the survey. The consent question used was in the same form as 
the NatCen Panel (see Appendix for question wording). 

In the NatCen panel and IP surveys the request to link Twitter data included the information required 
for informed consent: the reason for collecting the data; how the data will be used; the information 
that will be collected; and guarantees of security and privacy. Wording was broad (‘such as your 
profile information…’) to facilitate the generation of datasets for archiving and reuse, and information 
was kept simple to minimize cognitive burden and to avoid misunderstandings.   
 

As social media plays an increasing role in society, we would like to know who uses 
Twitter, and how people use it. We are also interested in being able to add people’s, and 
specifically your, answers to this survey to publicly available information from your Twitter 
account such as your profile information, tweets in the past and in future, and information 
about how you use your account.  
 
Your Twitter information will be treated as confidential and given the same protections as 
your interview data. Your Twitter username, and any information that would allow you to 
be identified, will not be published without your explicit permission. 

 

 

2 Members of the BSA (2015) were invited to join the NatCen Panel.  This resulted in some respondents being asked 
twice to consent to their Twitter user account being linked to survey data (albeit with different question wording). This 
allowed for comparisons between waves and survey mode (CAPI compared to telephone or web). 
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A series of hyperlinks were provided (to the respondent in web mode and to the interviewer in CATI 
mode) to more detailed information (full text in Appendix): 
 

What information will you collect from my Twitter account? 
What will the information be used for? 
Who will be able to access the information? 
What will you do to keep my information safe? 
What if I change my mind? 

We found that Twitter use in the UK is non-trivial. The surveys show Twitter usage in the UK adult 
population at 18% in 2015 (BSA) and 22% (IP) or 26% (NatCen Panel) in 2017. The BSA 51% 
response rate suggests that if all Twitter users consented to linkage, only 9.3% of the original sample 
would have linked data, presenting significant bias. 

 
 

Table 3. BSA Twitter linkage consent rates: total and by respondent demographics 

Table 3 provides a summary of data linkage consent rates for the BSA (2015) survey. The overall 
consent rate was 37% (291), with little variation by the demographics of respondents. However, age 
differences for consent did emerge.  Younger respondents were significantly more likely to consent 
to Twitter data linkage than older respondents. While these results suggest any final linked data set 
may be biased due to the low consent rate, the homogeneity of response across demographics (but 
for age) suggests that non-consent bias by group may be minimal.  

Overall, 26% of the NatCen Panel and 22% of IP respondents had Twitter accounts.  Twitter usage 
varied significantly by response mode: in the NatCen Panel, 16% of telephone respondents and 28% 
of web respondents reported having a Twitter account. In the IP, 18% of CAPI respondents and 25% 
of web respondents indicated having a Twitter account.  

 
 

Table 4. NatCen and IP Twitter linkage consent rates by mode 

Table 4 provides a summary of data linkage consent rates for the NatCen Panel and the IP across 
mode of response. Web administered surveys yielded lower rates of consent compared to 
CAPI/CATI. The NatCen Panel and IP CAPI/CATI consent rates are similar to the BSA CAPI consent 
rate (37%).  Based on results from all three surveys, Twitter users are disinclined to link their data 
to surveys. 

Multivariate regression modelling estimated the impact of survey mode and respondent 
demographics on likelihood to consent to Twitter data linkage. In the NatCen Panel, holding all other 
factors constant, males and younger respondents were significantly more likely to consent to link 
their Twitter user accounts.  In the IP, CAPI respondents were significantly more likely to consent 
than web respondents. It is likely that the physical presence of an interviewer increases chances for 
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consent, but as has been found for survey nonresponse, telephone acquiescence falls between face-
to-face and web interviewing.  

Linking consent rates and correlates for non-social media DTD data 

DTD are also obtainable from non-social media sources, such as smartphone technology (e.g. GPS 
location and bio-readings) and apps.  An Understanding Society Innovation Panel study found that 
consent to link smartphone DTD to surveys varied by hypothetical task.  Of those who used 
smartphones in the sample, 28% said they would consent to install an app that anonymously tracked 
phone usage, 39% would consent to sharing GPS data, 61% would consent to sharing 
accelerometer data, and 65% would consent to taking and sharing photos or scan bar codes (Wenz 
et al. 2017).  The Dutch Longitudinal Internet Studies for the Social Sciences Mobile Mobility study 
gained consent from 19% of panel members to passively collect geolocation via a time use survey 
app (Scherpenzeel 2017).  Similarly, a Spanish study achieved a consent rate of 20% to share GPS 
data and 18% to install a website tracking app (Revilla et al. 2018). 

A study in Germany asked those who owned smartphones in a nonprobability online panel about 
their willingness to consent to link their DTD to surveys via a series of vignettes (Keusch et al. 2019).  
Overall, 35% of respondents were willing to consent to share their DTD in all eight studies described 
in the vignettes.  Consent varied by (i) duration of project, with shorter periods achieving higher 
consent rates; and (ii) monetary incentives, with the most generous offer (20 euro) increasing the 
consent rate from 20% (no reward) to 46%.  The main reasons given for non-consent were privacy 
and security concerns (44%) followed by ‘no incentive’ and ‘incentive too low’ (17%), while the main 
reasons for consent were ‘interest’, ‘curiosity’ (39%) and an ‘incentive’ (26%).  There was a greater 
willingness to take part in university sponsored linked DTD research (37%) compared to government 
sponsored research (33%), confirming findings from the UK (Williams et al. 2017).  In another 
German study, respondents in the Labour Market and Social Security panel were asked to consent 
to link their DTD via a smartphone app (Kreuter et al. 2019). The app passively measured phone 
network quality and location; interaction history; social network characteristics; and activity data.  The 
app also sent short surveys for respondents to complete. Overall, 16% of invited panel respondents 
consented to install the app. Of these, above 90% consented to at least one form of passive 
monitoring, with 71% consenting to all functions. Following GDPR, researchers provided the option 
for participants to revoke permissions at any point during the process. Within the app participants 
could check mark a passive monitoring process to activate and deactivate DTD sharing, but the vast 
majority did not change any settings following installation. 

Ethical Issues 

Beyond acquiring informed consent to link DTD to survey data, there remain a range of issues related 
to privacy and harm that must be addressed ahead of analysis, publication and storage. This section 
provides an overview of the ESRC Social Data Science Lab’s most recent research that explores 
these issues as applied to the linking of social media, in particular Twitter data, to survey data.   

A non-probability sample of Twitter users found that 80% of respondents expected to be asked for 
their consent ahead of their Twitter content being published, and over 90% stated they expected 
anonymity in publication (in particular female and black and minority ethnic tweeters, and those 
posting personal photographs) (Williams et al. 2017). Parents, females, and lesbian, gay and 
bisexual Twitter users, were more likely to expect to be asked for their informed consent.  These 
patterns reflect those found in the Eurobarometer Attitudes on Data Protection Survey (2011) that 
showed three quarters of Europeans accepted that disclosing personal information was now a part 
of modern life, but only a quarter of respondents felt that they had complete control over their social 
media information, and 70% were concerned that their personal data may be used for a purpose 
other than for which they were archived. A clear majority of Europeans (75%) wanted to delete 
personal information on a website whenever they decide to do so, supporting the ‘right to be 
forgotten’ principle.  



 6 

Unlike with smartphone DTD generated by the device’s own systems or an app, social media data 
in their original form are publicly accessible, meaning individuals are readily identifiable. The ethical 
challenge of working with linked social media and survey data is how to maintain privacy without the 
removal of key information that may hinder analysis. If precautions are not taken, linking Twitter data 
to survey data is potentially problematic. Twitter user names, message text, and much of the 
metadata can result in respondent deanonymisation. Within our Lab we have considered how to 
provide access to linked Twitter data while ensuring voluntary participation (informed consent), 
minimising harm (disclosure control and security) and maximising value (archiving). A range of 
solutions have been identified, including secure remote access, secure on-site locations, and data 
controller only linkage.  The latter solution ensures researchers do not gain access to original Twitter 
data and survey responses simultaneously. In relation to archiving, solutions must be found that 
align with social media company terms of use and GDPR, that include limited sharing and the 
removal of content deleted by users post collection.   
 
Ensuring the conditions of consent are adhered to requires an understanding of the pratical and 
technical factors relating to the collection, analysis and storage of Twitter data.  Over 150 data fields 
are associated with a single tweet.  The collection of 100 tweets from one individual would result in 
over 15,000 cells of data, potentially including account name, person name, tweet text, number of 
followers, number followed, time zone, home village/town/city, location where tweets were posted, 
and device used to access Twitter.  If data are enhanced via the use of predictive algorithms (as is 
possible with the ESRC funded COSMOS software), additional non-verified information can be 
generated, including gender, age and occupation (Sloan et al. 2013, 2015, Sloan 2017). Many of 
these attributes are unique to the tweet and the user, including those that may at first seem 
innocuous.   
 
Table 5 shows the risk of identifying an individual by a sample of tweet attributes that are likely to be 
of interest to the social science researcher.  The attributes with the highest risk of disclosure are 
easily identifiable (e.g. tweet text, tweet IDs, screen name and user IDs). There are several attributes 
that for many users are not high risk, but may become so for some under certain circumstances. For 
example, the time and date of the creation of an account is precise, meaning it can identify a user if 
it is unique (i.e. in the case where no other user created an account at that exact time). Profile 
descriptions can be altered by users, but are likely to remain unique and hence linkable to historic 
records of tweets.  URLs in user profiles often refer to organisational or personal webpages that may 
identify an individual. Responses to posts may relate to partners, children, or work colleagues. 
Number of followers, followees, and tweets can lead to the identification of individual accounts where 
values are extreme. 
 
While attributes with unique values are most likely to lead to disclosure, cross-referencing non-
unique attributes can also increase the likelihood of individual identification. As with survey data, the 
chance of disclosure increases through the crosstabulation of several non-unique variables that 
result in low cell counts. For example, knowing a user has 1,345 followers is not likely to disclose 
them, but crosstabulating this attribute with the number the user follows, the number of posts they 
have liked and the number of lists to which they subscribe, reduces the cell count low figures. Adding 
the time stamp of the tweet to eradicate any variability introduced by the gap between the date of 
capture and the date of analysis, reduces that cell count even further, potentially to low single figures. 
A suitably motivated person could therefore use cross-referenced metric data with the time and date 
for when it was correct to derive a small group of users and in some cases pinpoint an individual. 
This example uses a limited number of Twitter attributes that are commonly known to users of the 
site. The amount and variety of data obtained through the Twitter Application Programming Interface 
(API) that would be used in a linked data study is significant.  These data will be stored somewhere 
and hence accessible and usable in such a process if not secured using established standards.  
 
Table 6 summarises four areas where data security should be considered when processing linked 
Twitter and survey data: systematic processing; data reduction; controlled access; and data deletion.  
Dependent on the nature of the social media data, these principles may apply to platforms other than 
Twitter.   Figure 1 delineates one way of securely processing linked data, derived from the ADRN 
‘systematic processing’ system.  Initially, the data collected from the survey will include a unique ID, 
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the survey data, and the consenting panel member’s Twitter account name (1). The first stage of 
processing splits these data – separating the identifying Twitter account name from the survey data 
into two datasets – (2) and (3) – with both carrying a unique ID which allows for re-linking.  The next 
stage (4) involves accessing Twitter account names to request panel members’ data from the Twitter 
API (4). Caution should be exercised at this point as the Twitter data are identifiable. Consideration 
should be given to where these data are stored and who has access at this stage. Preferably, a data 
reduction process, for example dropping Twitter account names and removing attributes not required 
in the analysis (5), is performed to minimise risk of disclosure.  Once the required Twitter attributes 
have been downloaded (and the account details removed), the two datasets may be linked back 
together for analysis (6). This analysis should be conduct in a controlled access environment.   
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Table 5: Sample of tweet metadata and the risk of deanonymisation (adapted from Sloan et al. 2019) 
 

Risk of identifying 
an individual: 

Relating 
to: Attribute: Description: Nature of risk: 

HIGH Tweet Text The actual text of the tweet Unique content and user directly identifiable  

HIGH Tweet id_str The numeric (string) version of the unique 
identifier for this tweet 

Unique content, directly identifiable - often deposited to allow other 
researchers to 'rehydrate' Twitter datasets 

HIGH User screen_name The screen name (aka handle) of a user Screen name can change (dynamic) but is always unique, an individual identifier 

HIGH User user_url A URL given by the user, normally a link to a 
personal/organisational website 

Not necessarily unique, but will be in some cases, not unusual for users to direct 
to personal websites 

HIGH User Name The self-defined name of the user Not necessarily the name of a person, but often is 

HIGH User user_id_str The numeric (string) version of the unique 
identifier for this user 

Unique identifier, directly identifies the user 

HIGH User description User-defined description of their account, often 
used as a 'bio' 

Regardless of what the user writes, this is likely to unique to the individual 

HIGH User user_created_at Creation date and time of the user account to the 
second (in UTC) e.g. Tue Nov 23 12:46:54 +0000 
2018 

Potentially unique to the individual due to high level of temporal granularity, 
note that offset ('+0000') can be used to determine time zone (but see later 
comment on GDPR) 

MEDIUM* Geo Lat Latitude of tweet location Precise latitude of where user was when they tweeted, potentially could be at 
home or work, alternatively may be commuting. Has considerable potential to 
locate individuals in low level geographies, but this is significantly reduced 
without longitude value. *risk is considerably higher with corresponding 
longitude 

MEDIUM* Geo Lon Longitude of tweet location Precise longitude of where user was when they tweeted, potentially could be at 
home or work, alternatively may be commuting. Has considerable potential to 
locate individuals in low level geographies, but this is significantly reduced 
without latitude value. *risk is considerably higher with corresponding latitude 

VARIABLE Tweet in_reply_to_scr
een_name 

If the tweet is a reply to another tweet, this is the 
name of the original tweet's author 

Evidence of Twitter correspondence with another unique user, may or may not 
represent someone in their network, often used for responding to public 
individuals (e.g. politicians) but could also be used to respond to users who are 
closely connected 

VARIABLE Tweet in_reply_to_stat
us_id_str 

If the tweet is a reply to another tweet, this is the 
ID of the original tweet 

Represents part of a conversation that the user is partaking in, could be used to 
identify an individual if number of responses to original tweet are small 

VARIABLE Tweet in_reply_to_use
r_id_str 

If the tweet is a reply to another tweet, this is the 
ID of the original tweet's author 

Evidence of Twitter correspondence with another unique user, may or may not 
represent someone in their network, often used for responding to public 
individuals (e.g. politicians) but could also be used to respond to users who are 
closely connected 
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VARIABLE Tweet url Wrapped URL corresponding to the value directly 
embedded into the raw tweet text 

Depends where the URL points to, often to generic content (e.g. BBC News 
story) but could be to personal website or blog 

VARIABLE User Location The location defined by the user May or may not represent where the user lives or works, but potentially could 
place user in a low level spatial unit 

VARIABLE Geo full_name Full name (string) of place e.g. 'San Francisco, CA' Could lead to low level-spatial data if point coordinates, or user selection, 
results in identifying a city or town 

VARIABLE Geo place_name Short name (string) of place e.g. 'San Francisco' Could lead to low level-spatial data if point coordinates, or user selection, 
results in identifying a city or town 

LOW* Tweet retweet_count The number of times a tweet has been retweeted Changeable and dynamic, unlikely to be unique 
* unless extreme 

LOW Tweet created_at Creation date and time of the tweet to the 
second (in UTC) e.g. Tue Nov 23 12:46:54 +0000 
2018 

On average there are 6,000 tweets created every second, and difficult (if at all 
possible) to acquire all historic tweets made in a given second without access to 
the Twitter’s enterprise product (100% feed). Note that offset ('+0000') could 
be used to determine time zone (but see later comment on GDPR) 

LOW* Tweet favorite_count The approximate number of times a tweet has 
been liked by other users 

Changeable and dynamic, unlikely to be unique 
* unless extreme 

LOW* User statuses_count The number of tweets and retweets posted by 
the user 

Changeable and dynamic, unlikely to be unique 
* unless extreme 

LOW* User followers_count The number of followers the user account 
currently has 

Changeable and dynamic, unlikely to be unique 
* unless extreme 

NEGLIGIBLE Tweet retweeted Indicates whether the tweet has been retweeted 
by the user 

Binary categorical variable, common practice to retweet 

NEGLIGIBLE Tweet Source The utility used to post the tweet (e.g. Tweets 
posted from the Twitter website have a source of 
'web') 

Unlikely to pose a risk as alternative Twitter posting tools are in widespread use 

NEGLIGIBLE* Tweet Lang The language of the tweet text (machine-
detected) 

Machine detection will allocate to one language or mark as 'undetected', will 
only identify a single language, might well not be the same as language of 
interface, can change with every tweet (dynamic) 
* but might result in 'low cell count problem' for minority languages 

NEGLIGIBLE* User friends_count The number of accounts this user is following Changeable and dynamic, unlikely to be unique 
* unless extreme 

NEGLIGIBLE Geo Country Name of the country a tweet was issued from or 
is about 

May be derived from an exact point coordinate (lat/long), or form a place 
selected by a user such as a city. In the latter, this may be the country of the 
place from where the user is tweeting from, or a place that they are tweeting 
about. Either way, on its own this represents a high-level geography 

N/A User time_zone The time zone of the user If present will place the user in a large-scale geography, but in EU has been 
returned as ‘null’ (private field) due to GDPR 

Note: * denotes an attribute that is, for the most part, likely to be non-disclosive except in rare cases 
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Table 6: Principles for security in linked Twitter and survey data (adapted from Sloan et al. 2019) 
 

1. Systematic processing Data should be managed in a systematic and considered manner. Based on the processes 
used for linking survey and administrative records (ADRN 2018), once initial consent has 
been collected, Twitter and survey data should be stored and processed separately until 
data linkage is required for analysis, to minimise the risk of disclosure.  

2. Data reduction Only the survey and Twitter data necessary for analysis should be made available for 
linkage as it is likely that not all data are required to address the study objectives.  
 

Reducing the linked variables may mitigate disclosure. Removing ‘high-risk’ variables will 
significantly reduce risk. 
 

In some cases derived variables may suffice for analysis. For example, while the analysis 
may require raw Tweet content initially, the linked analysis may only require a derived 
variable indicating whether or not a Tweet contained a reference to a particular topic, 
which is less likely to be individually identifiable. 

3. Controlled access Access to identifiable data should be limited to those who need it. Linked data should be 
held securely, and those with access should be documented and be appropriately trained. 

4. Data deletion Data should only be held for as long as is necessary for analysis to be conducted. Once the 
project is complete, as with other forms of personal data, data should be securely deleted 
or archived in line with the social media platform’s terms of use. 

 
Figure 1: Data Flow Diagram for Linking Survey and Twitter Data (Sloan et al. 2019) 
 
 

 
 
 
Following completion of analysis/end of the study, linked data should be deleted or archived for re-
use following the process outlined by Kinder-Kurlanda (2017).  Twitter terms of use allow for the 
sharing and archiving of tweet and user IDs that can be ‘rehydrated’ via the API at a future point in 
time.  This process ensures that any deletions by Twitter or users since the time of the original 
collection will be reflected in the ‘rehydrated’ dataset.  From an ethical perspective this is positive, 
as we might view such deletions as a withdrawal of consent, and these cases should be excluded 
from the dataset. However, from a replication perspective, such deletions introduce missing data 
that is unlikely to be at random.   
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Even with full knowledge of the vast array of data provided by the Twitter API, changes in legal 
requirements, such as the recent introduction of GDPR, can alter what is and is not acceptable. Even 
if the regulatory context is relatively stable, social media platforms can (and do) change the nature 
of the data provided through APIs, the terms of use for users and the conditions listed in developer 
agreements. 
 
Recommendations 
 

• The is a need for empirical work on the benefits of linked DTD and survey data.  For example, 
it remains largely unexplored how linked Twitter data might be used practically to mitigate 
survey non-response and to generate measures that replicate and possibly substitute survey 
items.  
 

• Initial nonresponse and panel attrition, combined with the small percentage of Twitter users 
in the UK, mean low consent rates for linked Twitter and survey data studies will likely result 
in small numbers and bias.  This issue may be partly mitigated in other DTD linkage studies 
given the increasing popularity of smartphones in the UK. Despite these limitations, DTD and 
survey linkage is likely worthwhile in some use cases.  Further research should be funded 
that develops our understanding how DTD linkage consent rates differ by survey mode, 
wave, respondent demographics and other relevant factors. 

 
• GDPR and research ethics requirements put a strong emphasis on dynamic informed 

consent. Being informed requires active engagement and continuous effort on the side of 
participants in DTD studies that use passive collection. Further research is needed on 
understanding how consent requests relating to DTD increases the cognitive burden on 
research respondents, and how this impacts on their ability to provide informed consent. 

 
• Changes in legal (e.g. GDPR) and technical requirements (e.g. Twitter and Facebook rules 

on data access) can rapidly shift the DTD research landscape, increasing the risk that 
researchers make the wrong and/or risky decisions.  Consideration should be given to the 
funding of a network (or the expansion of an existing network) that establishes and maintains 
an infrastructure (including training) that allows social researchers to use linked social media 
data and other DTD in a safe setting, with the proper security measures in place. 
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Appendix 
 
Survey question wordings for consent to link Twitter data to survey data (BSA, NatCen 
Panel and IP) 
 
BSA (2015) 
 
Do you have a personal Twitter account? 
Yes 
No 
 
IF Yes  
We are interested in being able to link people's answers to this survey to the ways in which they 
use Twitter. We would also like to know who uses Twitter. A research project about who and how 
people use Twitter is being conducted by a team of researchers at Cardiff University.  Are you 
willing to tell me the name of your personal Twitter account and for this to be passed to 
researchers at Cardiff University, along with your answers  to this survey? Your Twitter name 
would not be published.  
Yes 
No 
 
IF Yes 
INTERVIEWER: Please enter the respondent's Twitter name here 
Open Question (Maximum of 100 characters) 
 
NatCen Panel (July 2017) 
 
Do you have a personal Twitter account? 
Yes 
No 
 
IF Yes 
As social media plays an increasing role in society, we would like to know who uses Twitter, and 
how people use it. We are also interested in being able to add people’s, and specifically, your 
answers to this survey to publicly available information from your Twitter account such as your 
profile information,  tweets in the past and in future, and information about how you use your 
account. Your Twitter information will be treated as confidential and given the same protections as 
your interview data. Your Twitter username, and any information that would allow you to be 
identified, will not be published without your explicit permission. 
 
Are you willing to tell me your personal Twitter username and for your Twitter information to be 
added to your answers to this survey? 
Yes 
No 
 
HELP SCREENS AVAILABLE 
HELP SCREEN: What information will you collect from my Twitter account? 
We will only collect information from your Twitter account that is publicly available. This will include 
information from your account (such as your profile description, who you follow, and who follows 
you), the content of your tweets (including text, images, videos and web links), and background 
information about your tweets (such as when you tweeted, what type of device you tweeted from, 
and the location the tweet was sent from).We will collect information from your past tweets (up to 
the last 3,000) and will update this with information from more recent tweets on a regular basis.  
 
HELP SCREEN: What will the information be used for? 
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The information will be used for social research purposes only. Adding your Twitter information and 
your survey answers will allow researchers from universities, charities and government to better 
understand your experiences and opinions. For example, using extra information from your Twitter 
account, researchers can start to: 
•             Understand who uses Twitter and how they use it 
•             See what Twitter information can tell us about people, and how accurate it is 
•             Know what people in the UK are saying about things we don’t ask in our survey 
•             Look at additional information related to questions asked in the survey 
 
HELP SCREEN: Who will be able to access the information? 
Matched data which includes both your survey answers and Twitter information will be made 
available for social research purposes only. Researchers who want to use your matched Twitter 
and survey information must apply to access it and present a strong scientific case to ensure that 
the information is used responsibly and safely. Matched statistical information from your Twitter 
account which you cannot be identified from (e.g. how often you Tweet, or whether you follow any 
politicians) will have the same access controls as your other survey answers. At no point will any 
information that would allow you to be identified be made available to the public 
 
HELP SCREEN: What will you do to keep my information safe? 
All information we collect will be held in accordance with the Data Protection Act 1998. Because 
Twitter information is public data that anyone can search, it is impossible to anonymise completely. 
To keep your information safe, researchers will only be able to access the matched survey 
answers and detailed Twitter information in a secure environment set up to protect this type of 
data. Only approved researchers who have gone through special training may access this 
information, and they will have to apply to do so. Statistical information from your Twitter account 
which you cannot be identified from (e.g. how often you Tweet, or whether you follow any 
politicians) will have the same level of protection as your other survey answers.  
 
HELP SCREEN: What if I change my mind? 
This information will be collected and stored for as long as they are useful for research purposes, 
or until you contact us to withdraw your permission. You can do this at any time by emailing us at 
panel@natcen.ac.uk or calling 0800 652 4569, and do not have to give a reason. 
{END OF HELP SCREENS} 
 
IF Yes 
What is your Twitter username?  
SOFTCHECK: "Twitter usernames must begin with an @ character, followed a maximum of 15 
characters (A-Z, a-z, 0-9, underscore), no word spaces. Please check and amend.” 
 
IP10 (2017) 
 
Do you have a personal Twitter account? 
Yes 
No 
 
IF Yes 
We would like to know who uses Twitter, and how people use it. We are also interested in being 
able to add people's answers to this survey to publically available information from your Twitter 
account such as your profile information, tweet content, and information about how you use your 
account. Your Twitter information will be treated as confidential and given the same protections as 
your interview data. Your Twitter username, and any information that would allow you to be 
identified, will not be published without your explicit permission. Are you willing to tell me the name 
of your personal Twitter account and for your Twitter information to be linked with your answers to 
this survey? 
Yes 
No 
 

mailto:panel@natcen.ac.uk
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HELP SCREENS AVAILABLE 
HELP SCREEN: What information will you collect from my Twitter account?  
We will only collect information from your Twitter account that is publically available. This will 
include information from your account (such as your profile description, who you follow, and who 
follows you), the content of your tweets (including text, images, videos and web links), and 
background information about your tweets (such as when you tweeted, what type of device you 
tweeted from, and the location the tweet was sent from). We will collect information from your past 
tweets (up to the last 3,000) and will update this with information from more recent tweets on a 
regular basis. This information will be collected and stored for as long as they are useful for 
research purposes, or until you contact us to withdraw your permission. You can do this at any 
time, and do not have to give a reason. 
 
HELP SCREEN: What will the information be used for?  
The information will be used for social research purposes only. Adding your Twitter information and 
your survey answers will allow researchers from universities, charities and government to better 
understand your experiences and opinions. For example, using extra information from your Twitter 
account, researchers can start to:  
* Understand who uses Twitter and how they use it  
* See what Twitter information can tell us about people, and how accurate it is  
* Know what people in the UK are saying about things we don't ask in our survey  
* Look at additional information related to questions asked in the survey 
 
HELP SCREEN: Who will be able to access the information?  
Researchers who want to use matched Twitter and survey information must apply to access it and 
present a strong scientific case to ensure that the information is used responsibly and safely. 
Matched statistical information from your Twitter account which you cannot be identified from (e.g. 
how often you Tweet, or whether you follow any politicians) will have the same access controls as 
your other survey answers. 
 
HELP SCREEN: What will you do to keep my information safe?  
Matched statistical information from your Twitter account which you cannot be identified from (e.g. 
how often you Tweet, or whether you follow any politicians) will have the same level of protection 
as your other survey answers. 
 
IF Yes 
What is your Twitter username (e.g. @usociety)? 
Soft check: Twitter username does not being with '@' or contains spaces “Please check and 
amend. Twitter usernames should begin with an @ character and should not contain any spaces.” 
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Table 2: Linking types with examples from the literature 
 
Source: Stier, S., Breuer, J., Siegers, P., and Thorson, K. (2019) ‘Integrating Survey Data and Digital Trace Data: Key Issues in Developing an Emerging 
Field’, Social Science Computer Review, DOI: 10.1177/0894439319843669  
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